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ABSTRACT: A study on the influence of hull roughness on ship efficiency will be discussed in 
this report. The overall aim of this work is to show that directly comparing hull roughness from 
experiment and numerical work requires more than just one roughness characteristics, i.e average 
roughness height 𝑘". Other components such as solidity, slope, and compactness, would directly 
influence the flow. This work also further emphasises the importance of using sand grain 
equivalent roughness height 𝑘# as a roughness reference. The increase of total drag coefficient 
(𝐶%) on a ship model due  to 𝑘"and  𝑘# for both experiment and numerical investigation will be 
discussed. 
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1.0 INTRODUCTION 
 

In the last two decades, the issue of global warming, climate change, and  the quality of emissions 
from operating ships has attracted plenty of attention from the International Maritime 
Organization (IMO). Approximately 95% of trade cargoes throughout the world are transported 
by ship [1], hence it has a large economic footprint. IMO notes that all maritime activities 
throughout the world produce total CO2 as much as 2.2% compared to all CO2 emissions due to 
all human activities [2], and it is predicted to increase by 50% - 250% in 2050 [3]. To address this 
issue, IMO issued new regulation via Energy Efficiency Design Index (EEDI) [4] and Ship Energy 
Efficiency Management Plan (SEEMP) program [5], in which ship designer and operator must 
adhere.  
 
Although these measures have helped in lowering energy usage and emission, one effective 
method for saving energy on ships is through managing hull cleanliness from biofouling growth 
[6] [7]. Biofouling causes ship hull surface to become rough and lead to an increase in the friction 
resistance and energy requirements [8] [9] [10] [11]. Demirel et al [12] shows the increase of 
resistances  (∆𝐶') up to 163.2% at 24 knots for KRISO Container Ship (KCS) due to calcareous 
fouling. According to Kodama et al [13], a large bulk carrier has a composition of friction 
resistance around 80-90%, thus the amount of energy loss due to biofouling is immense. 
 
Due to its complexity, predicting ship drag penalty due to hull roughness is notoriously 
challenging because there  are many different roughness components that can influence the 
increase in drags, such as size, compactness, height, etc [8,9]. Therefore, even after 50 years, there 
are still plenty of debates regarding a proper way to estimate ship drag penalty due to hull 
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roughness. An important step in assessing surface roughness is by obtaining the equivalent sand-
grain roughness (𝑘#), skin friction velocity (𝑈)) and roughness function (∆𝑈*) [19-25], which can 
be obtained by imposing a rough walled surface/model onto a moving fluid. The issue with this 
method is the time and apparatus cost. One would need large wind tunnel or water tunnel to 
conduct such study. To bypass this, one would use Computational Fluid Dynamics (CFD) 
technique, such as Direct numerical Simulation (DNS), Large Eddy Simulation (LES), or RANS 
(Reynolds Averaged Numerical Simulation). Among all these three methods, RANS is the least 
expensive. However, it has limited accuracy, particularly in resolving the small-scale structures 
near the surface. Despite its limitation, RANS is widely used due to its application are mostly 
involves large-scale flow and it is considered sufficient for many engineering applications 
simulation.  
 
In this study we will conduct both experiment and RANS CFD that looking into the influence of 
hull roughness on ship hydrodynamics. For the experiment, two ship hull models were tested, 
where one is smooth and another is rough. For the rough hull case, we use sandpaper to imitate 
fouled hull. Using the same hull model, RANS-based CFD simulations are also carried out.  
 
2.0 MATERIALS AND METHODS 

 
2.1 Separation of the Ship Resistance Components 

 
The total ship resistance, 𝑅% , can be divided into several resistance components, namely, the 
frictional resistance, 𝑅', and the residuary resistance, 𝑅,, as given by Equation 1 [18]. 

 
𝑅% = 𝑅' + 𝑅,          (1) 

 
Friction resistance occurs because the fluid layer that attaches to the hull wall, which has the same 
velocity as the ship, rubs against the fluid layer that is stationary and located away from the wall. 
Residual resistance is a phenomenon of pressure which consists of wave resistance 𝑅/	and 
viscous pressure 𝑅12, hence residuary resistance can be expanded 𝑅, into equation 2.  

 
𝑅% = 𝑅' + 𝑅12 + 𝑅/         (2) 

 
         𝑅12 can be expanded further into 𝑘𝑅' as shown below. 
 

𝑅% = 𝑅' + 𝑘𝑅' + 𝑅/ = (1 + 𝑘)𝑅' + 𝑅/      (3) 
 

These resistance components are usually transformed in a non-dimensional form by dividing with 
dynamic pressure and wet surface area (WSA) as shown in Equation 4. This would lead to 5 and 
6, where 𝐶%  is the total friction coefficient, 𝐶'  is the friction resistance coefficient, 𝐶,  is the 
residual resistance coefficient, 𝐶12  is the viscous pressure coefficient, and 𝐶/  is the wave 
resistance coefficient, 𝜌 is density of the used fluid, 𝑆 is wet surface area (wsa) and 𝑈 is the 
velocity. Note that 𝐶/ is also 0 due to the absence of wave.  
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𝐶% = 𝐶' + 𝐶,          (5) 

 
𝐶% = 𝐶' + 𝐶12 + 𝐶/ = (1 + 𝑘)𝐶' + 𝐶/       (6) 
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2.2 Wind Tunnel Experiments  
The cargo ship hull models that is tested for the wind tunnel experiment  is scaled and the specific 
dimensions are described in Table 1. For  the wind tunnel test, the hull was cut from the baseline 
to the line draught, hence only the WSA was used (see figure 1(left)). The wind tunnel has a test 
cross section L = 100 cm, B = 40 cm and H = 40 cm. Here  the ship model is attached to a USCELL 
SP2-C3 load cell and it is placed in the middle of the tunnel. 
 

Table 1: The particular dimensions of the models. 
Items Value Unit Items Value Unit 

LoA 0.50 m T 0.033 m 
Lpp 0.47 m Volume Displacement 1.0282 x 10-3 m3 
Lwl 0.49 m WSA 0.0565 m2 
B 0.084 m CB 0.743  

 

   
Figure 1: (Left) the rough model and its position in the test section, (Right) The physical roughness with 

average roughness height 𝑘" =	150 µm. 
 

In this experiment, we have prepared two different models: smooth walled hull and rough walled 
hull.  For the rough model case, the roughness grains were obtained from burned sandpaper which 
then attached to the hull model. The sandpaper used has an average roughness height of 𝑘" = 150 
µm (see figure 1(right)). Here the smooth and the rough model were exposed to four different free 
stream velocities, namely 6, 10, 15 and 20 m/s. These in turn, lead to  Reynolds number 1.98⨯105; 
3.31⨯105; 4.96⨯105; and 6.61⨯105 respectively.  

 
2.3 CFD Simulations  
In this study, we use a commercial package FLUENT from ANSYS. Here the CFD simulations 
are  carried out using the same hull model as the experiments.  
 
2.3.1 Mathematical Formulation and Governing Equations  
Here we use RANS (Reynold Averaged Navier-Stokes) based numerical solver where the 
governing equations consist of continuity (Equation 7) and incompressible Navier-Stokes 
(Equation 7). Here: 𝑈E is the averaged velocity component; 𝑃 is the mean pressure; 𝑓E is the body 
force component of fluid; 𝜌 is the fluid density; n is the kinematic viscosity;  𝑢EI	is the fluctuation 
velocity component; −𝜌𝑢KI𝑢LIMMMMMMMMMM	is the Reynolds stress. 

 
N=O
NPO

= 0           (7) 
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NPS
+ 𝑓E     (8) 

 
The turbulent model used in this calculation is SST k-ω which we found to be suitable for 
modelling  both near wall  flow and large scale flow further from the surface. The two equations 
consist of the equation of kinetic energy (Equation 9) and dissipation rate (Equation 10). Here 𝑃_ 
and 𝑃  denote the production terms of 𝑘 and ω, respectively; β_ and βc are model constants, and 
Cc  represents the cross-diffusion term that appears in the transformed ω  equation from the 
original ε equation. For SST k-ω, it is very important to take into account the distance of the wall 
or commonly called 𝑦*. It is strongly recommended that the 𝑦* value is less than 2 especially for 
rough walled cases. 

 
g(;h)
gi

= ∇. [(𝜇 + 𝜎_𝜇o)∇𝐾] + 𝑃_ + 𝛽_𝜌𝐾𝜔      (9) 
 

g(;`)
gi

= ∇. [(𝜇 + 𝜎`𝜇o)∇𝜔] + 𝑃 + 𝛽`𝜌𝜔t + 𝐶`      (10) 
 
2.3.2 Hama Roughness Function 𝜟𝑼* and Sand Grain Equivalent Roughness 𝒌𝒔  
The drag force due to a rough surface can be calculated by classical log-law from the mean 
velocity profile in the turbulent boundary layer expressed in Equation 11. The mean velocity (𝑈*) 
is the flow velocity at each layer from the wall to outside the boundary layer. Then 𝜅 is the Von 
Karman constant, 𝑦* is the normal distance of 𝑈* to the wall, and 𝐵 is the intercept log-wall for 
smooth surfaces. Hama roughness function 𝛥𝑈*  represents the increase in drag penalty, 
formulated in Equation 12, where there is a parameter 𝑘#* (roughness Reynolds number). 𝑘#* is 
expressed in Equation 13 where it represents the equivalent sand grain roughness height [19], 𝑈) 
is defined from |𝜏~ 𝜌⁄ , 𝜈 is kinematic viscosity. Note that although both 𝑘"  and 𝑘#  have the 
same unit height, 𝑘# can only be obtained by imposing the roughness onto moving fluid.  
 

 
𝑈* = U

�
𝑙𝑛(𝑦*) + 𝐵 − 𝛥𝑈*         (11) 

 
𝛥𝑈* = U

�
𝑙𝑛(𝑘#*) + 𝐴 − 𝐵         (12) 

 
𝑘#* =

_�=�
�

           (13) 
 

 
Schultz [9] classified the value of a ship's hull fouling condition in the range of 𝑘# based on his 
experimental study as following: Hydraulically smooth surface = 0 ; Typical as applied Anti-
fouling coating = 30 µm; Deteriorated coating or light slime = 100 µm; Heavy slime = 300 µm; 
Small calcareous fouling or weed = 1000 µm; Medium calcareous fouling = 3000 µm; Heavy 
calcareous fouling = 10000 µm.  

 
For the CFD simulations we use commercial softrware Fluent, where there is a code for the wall-
function approach as roughness function (𝛥𝑈*) to fouling conditions with details on Equation 14. 
The equation is adopted from Cebeci and Bradshaw based on Nikuradse’s data [16], where the 
value of Cs, in this study, was taken 0.26 based on Atencio et al [17]. The roughness function has 
a few differences when it is compared with what was done by Demirel et al [12] and Schultz & 
Flack [21], where the plots can be seen in Figure 2. In the current simulations, four variations of 
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velocities were carried out similar to the experiment. Thus the roughness variations consist of 𝑘# 
= 0, 30, 300, 1000, and 3000 µm. 

 

𝛥𝑈* =

⎩
⎨

⎧ 0		𝑓𝑜𝑟		𝑘#* ≤ 2.25
U
�
ln �_�

��t.t�
��.��

+ 𝐶#𝑘#*� × sin[0.4258(ln𝑘#* − 0.811)]
U
�
ln(1 + 𝐶#𝑘#*)		𝑓𝑜𝑟		𝑘#* > 90

		𝑓𝑜𝑟		2.25 < 𝑘#* ≤ 90 (14) 

 

 
Figure 2: The proposed CFD roughness function model together with the roughness functions. 

 
2.3.3 Boundary Conditions and Mesh Generation  
The size of the computational domain was adjusted to represent the test section size of the wind 
tunnel. Because the domain has two symmetry axes, namely centre line and load line, the domain 
can be modelled for only a quarter of the full size to reduce the computational load. The upstream 
distance is set to have length 1 L, and the downstream is 3 L. Figure 3 shows the details of the 
domain size and boundary conditions, with set up as follows: A is velocity inlet; B is pressure 
outlet; C is vertical symmetry; D is horizontal symmetry; E and F (the test section wall) are no-
slip and H (the hull model) are no-slip. 
 

 
Figure 3: The domain size and the boundary conditions. 

The boundary conditions are set based on the realistic flow conditions. Here the test section has a 
boundary surrounded by walls that have a friction effect, i.e no-slip condition. The inlet velocity 
boundary is set to have a turbulent intensity of 5%, and the viscosity ratio of 10 (based on the 
quality and the condition of the wind tunnel). The pressure outlet was set with 5% turbulent 
intensity and a viscosity ratio of 10 as well. The computational domain also requires settings for 
the fluid properties used and the solution method applied. The density of the air as input was 1,204 
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kg/m3 and dynamic viscosity was 1.82⨯10-5 kg/ms, matching the condition of wind tunnels in an 
air-conditioned room. The descriptions of the solution method used were as follows: pressure-
velocity coupling was simple; spatial discretization for the gradient was least-squares cell-based, 
for pressure was the second-order, for momentum, turbulent kinetic energy, and specific 
dissipation rate were the second order upwind. The residual of numerical calculation was set at 
10-5 as the target to fulfil the convergence criteria. Figure 4 shows the 4 (four) million element 
array, which has a grid arrangement inflated on the model wall. The inflation is needed to get the 
y+ value below 2 (two) because this simulation uses the SST 𝑘-𝜔 turbulent model.  
 

 
 

 
Figure 4: The appearance of mesh arrangement. 

 
3.0 RESULT AND DISCUSSION  
3.1 Experimental Results  

Table 2: The experimental results 

ReL Average RT ⨯10-3 (N) CT ⨯10-3 ΔCT (%) Smooth Std. Dev Rough Std. Dev Smooth Rough 
1.98⨯105 12.8 2.14% 16.6 2.52% 10.372 12.904 24.41% 
3.31⨯105 31.4 0.71% 43.3 1.32% 9.232 11.878 28.66% 
4.96⨯105 68.0 1.87% 88.8 0.50% 8.938 12.518 40.06% 
6.61⨯105 117.8 1.69% 149.2 1.55% 8.607 11.944 38.77% 

 
The experimental results are summarized in Table 2, where the values are obtained from the 
measured force in the strain gauge as 𝑅% and converted to 𝑅𝐶% with Equation 4. Each variation 
was tested repeatedly 5 times, and the results were counted the mean and the standard deviation, 
where the standard deviation is below 3%. Increasing the total resistance value (𝛥𝐶%) from the 
velocity of 6 to 20 m/s on the model is 24 - 40%. The results of the experiment were compared 
with the numerical simulation results shown in Figure 5. 
 
3.2 CFD Results  
3.2.1 Grid Independence Study  
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Grid independence study is needed such that the numerical model can comply with the grit-
independence criterion [22]. Table 3 described the grid independence study with 3 variations in 
the number and arrangement of the mesh. The results show that with around 4 million elements, 
the simulation can be valid and can be used for the other simulation variations. In this study, we 
use the medium mesh configuration to save computational time. 

 
 
   
 

3.2.2 Verification study  
To test the validity of our CFD simulation, we compare the numerical result with the friction 
coefficient (𝐶') formula from ITTC 1957 [23]. Here we conducted simulation at four different 
velocities, namely 6 m/s, 10 m/s, 15 m/s and 20 m/s. Table 4 summarises the comparison between 
the experiment and numerical for the smooth wall case. The results show that there are less than 
1% differences between the experiment and numerical, which we consider acceptable.   

 

 
 

3.3 Total Resistance Results  

 
Figure 5: The comparison of the 𝐶% result. 

 
The total resistance (𝐶%) results from the CFD simulation are compared with the experimental 
results and plotted in Figure 5. The plot shows that the 𝐶% value of the smooth model is very close 
to the CFD results of of 𝑘# = 30 µm than that of the 𝑘# = 0 µm, particularly at low Reynolds 

Table 3: The grid-independence result 
Mesh configuration Number of elements 𝑅% ⨯ 10-3 (N) ∆𝑅% 

Coarse 2,229,871 6.999 - 
Medium 4,454,101 6.699 -4.49% 

Fine 8,184,959 6.688 -0.16% 

 

Table 4: The verification study results 
Velocity 

(m/s) Re⨯105 𝐶' ⨯10-3 Δ% 
CFD ITTC 

6 1.944 6.922 6.934 -0.18 
10 3.241 6.084 6.085 -0.02 
15 4.861 5.491 5.518 -0.49 
20 6.481 5.130 5.162 -0.62 
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number. The results may indicate that the smooth wall model is not hydrodynamically smooth. 
Unfortunately we do not have the necessary mean to scan the experimental model surface to check 
it’s actual roughness height. Figure 5 also shows the comparison between the rough walled model 
and CFD. The data shows that the experimental results lie between 𝑘#= 1000 µm and 3000 µm. 
A recent report from Squire et al [27] shows that a rough surface  (sand paper) with 𝑘" = 120 µm 
corresponds to 𝑘#= 2000 µm. From observation, it seems that our experimental roughness lies 
around 𝑘# ≈ 2500 µm. Note however that this is purely speculative, as we know that there are 
many factors that influence 𝑘# values, such as solidity, average roughness height, effective slope, 
etc [23-27].  
 
The change in sand grain equivalent roughness height clearly influences the coefficient of drag of 
an operating ship. As 𝑘#increases, the ship’s total resistance also increases significantly. Figure 6 
shows the flow contour differences between a smooth walled surface and a highly rough surface 
𝑘#= 3000 µm.  The main differences between the two profiles is the thickness of the boundary 
layer in the middle towards the stern part of the ship hull models. The rough walled surface 
experience a much thicker boundary layer than that of the smooth wall.  

 

 
Figure 6: Velocity contour differences of smooth and rough models. 

 
4.0 CONCLUSIONS  
Wind tunnel experiments and CFD simulations have been carried out for investigating the 
increasing resistances due to roughness for a ship hull model. For the ship experiment we use 
grains from sand paper with average roughness height 𝑘" = 150 µm as the roughness element. 
For the CFD cases, we tested four different  sand grain equivalent roughness height 𝑘#= 30, 300, 
1000, and 3000 µm. The free stream velocities for both the experiment and numerical studies were 
set at 6, 10, 15, 20 m/s. 

 
The results of 𝐶%  indicate that there are differences in the trend lines of relationship between 
Reynolds number and 𝐶%  for the experiments and the CFD simulations. The smooth walled 
experiment results however, is closer to the 𝑘# = 30 µm of the CFD. This indicates that the smooth 
surface from the experiment is not hydrodynamically smooth. The rough experimental model with 
𝑘" = 150 µm has similarities with the CFD results between 𝑘# = 1000 µm and more than 3000 
µm. From observation, we believe that our experimental roughness lies around 𝑘# ≈ 2500 µm. 
Note that this is purely approximation, because we do not have the surface scanning data of the 
experimental roughness and means  to estimate the experiment’s  𝑘# value. For future studies, it 
is desirable to scan the ship hull model roughness directly via a laser or image surface scanner 
and replicate it onto the CFD model. 
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